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Abstract

Despite the high availability of financial and legal documents
they are often not utilized by text processing or machine
learning systems, even though the need for automated pro-
cessing and extraction of useful patterns from these docu-
ments is increasing. This is partly due to the presence of sen-
sitive entities in these documents, which restrict their usage
beyond authorized parties and purposes. To overcome this
limitation, we consider the task of anonymization in financial
and legal documents using state-of-the-art natural language
processing methods. Towards this, we present a web-based
application to anonymize financial documents and also a large
scale evaluation of different deep learning techniques.

Introduction

With the increasing availability of digital financial and legal
documents, the demand for processing them automatically
to extract patterns and to assist the users is of significant im-
portance [Sifa et al.2019]. However, usually such financial
data cannot be processed or shared beyond authorized par-
ties due to the prevelance of sensitive information regard-
ing certain individuals and organizations. This limits the de-
velopment of machine learning tools which usually requires
providing data access to researchers and developers within
that organization. One possible solution is to perform either
pseudo-anonymization or full anonymization of data before
further processing.

In addition, with the introduction of the General Data Pro-
tection Regulation (GDPR),! personal data can only be fur-
ther processed if they are compatible with the very strict pur-
poses permitted by law for which this data were collected.?
These purposes usually do not include the usage of the col-
lected data for the training of machine learning tools. In fact,
the GDPR does not even mention the processing of “Big
Data” or algorithms with a single word. [Gola et al.2017]
This does not change with the 2019s entry into force of a
new regulation of the EU on the free flow of non-personal
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Figure 1: General workflow for anonymizing a document
using named entity recognition. First, sensitive entities are
identified using deep learning methods and rule-based post-
processing. Then the identified entities are replaced with ap-
propriate tags to preserve the text structure or hidden behind
a general anonymized tag.

data. As the name already suggest, this regulation allows
the storage and processing of data across the Member States
without unjustified restrictions, as long as the data are not
personal. However, the principle of purpose limitation is not
applicable once the data are anonymized® and therefore this
data can be used for developing digital solutions across Eu-
rope.

Furthermore, if the personal data are no longer necessary
for the purpose for which it was collected, the GDPR grants
the data subject a right to be forgotten, i.e. the right that
its data are being erased*. In practice, a company that col-
lects personal data, like every service provider, would need
to delete their customer contracts at the time of its termina-
tion date. However, this could contradict legal retention pe-
riods, for example for tax purposes. This may be avoided, if
the company anonymizes their contracts at the termination
date. Considering the amount of the corresponding docu-
ments, manual anonymization is not appropriate under these
circumstances.

However, the demand for anonymization of confidential
data has always been present, not only since the introduc-
tion of the GDPR. For instance, publication of judgments
in the public interest is, at least in Germany, a direct con-
stitutional task for the judicial power and therefor for ev-
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Figure 2: A screenshot of our anonymization tool; The left pane contains the UI controls for uploading the document and other
settings such as to turn on the anonymization for numbers and to enable masking. To the right of it, there is the document pane
and it shows the content of the document in which sensitive entities are highlighted if the mask option is not selected. If the
mask option is selected, then the document pane shows the same content instead with sensitive entities masked.

ery single court’. However, these publications need to be
anonymized, regardless of the GDPR, to protect the funda-
mental right to informational self-determination®. Until now,
such anonymization is mainly done manually, resulting in a
publication of only a mere fraction of the judgements that
are in the public interest.

All the examples above have in common that the data with
the need for anonymization is usually part of documents like
contracts or other reports. Consequently, we address this
concern of data privacy and protection and present a web-
based anonymization application that anonymizes sensitive
information such as names of persons, locations, organiza-
tions, numbers, telephone numbers, dates, and URLs in a
piece of writing by the example of financial documents. We
tackle this using state of the art deep learning and natural
language processing techniques as well as rule based post-
processing. A general outline of the workflow is shown in
Figure 1.

Our main contributions in this work are:

* a method to anonymize 99% of all sensitive entities con-
tained in German financial documents while maintaining
high readability and preserving the structure of the given
text

* presenting a web-based application and an API to use our
method on various types of documents and

* a quantitative evaluation of multiple state-of-the-art deep
learning techniques for anonymization as well as the im-
pact of domain-specific language models for financial
documents.

Related Work

Earlier systems on anonymization focused primarily on
medical records. The first anonymization system was de-
veloped by [Sweeney1996] used several pattern matching
algorithms which detect names, phone numbers etc. Later
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in 2006, a challenge was hosted to anonymize clinical data
which were also made available as public dataset namely
i2b27 for de-identification. Several systems were developed
as a result of this challenge which tackled the problem using
named-entity recognition [Wellner et al.2007, Gardner and
Xiong2008], rule-based systems [Neamatullah et al.2008]
and hybrid system [Ferrdndez et al.2012] which uses look-
up on dictionaries, regular expressions and as well as model-
based classifiers. To the best of our knowledge, we present
the first large scale of evaluation of anonymization tech-
niques with respect to financial documents.

Application
Web-based Application

A screenshot of the application is shown in Figure 2. It is a
web-based application which allows the user to upload text
documents (e.g. docx) and visualize the anonymized con-
tent. The interface contains two panes; a left pane with con-
trols and a right pane where the anonymized document is
rendered. There are two basic configurable settings: by de-
fault, names, locations, organizations and other entities are
anonymized using our deep learning methods. Additionally
one can enable anonymization of numbers, dates etc. which
are detected using regular expressions. The sensitive entities
are highlighted in different colors based on their types; In
Figure 2, the names of person, company, location are high-
lighted in red, green and blue respectively. Further, the tool
allows the user to enable masking such that sensitive entities
are blacked out entirely as shown in the figure on the right
most pane. Once the document is anonymized, the tool en-
ables the user to download the processed document which is
free from sensitive entities.

API

Since the main application of this tool is document pre-
processing for further distribution or use in the training of
machine learning systems, we desire the anonymization of

"https://www.i2b2.org/
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Figure 3: Workflow from raw text to final anonymized output. We convert each token into a numerical vector using a trained
language model, use a neural net classifier to predict probabilities for each class for each token, choose the class with the highest
probability, apply post-processing and finally replace named entities with corresponding labels in text, leaving words classified

as O intact.

an entire document corpus. These anonymized documents
can afterwards be handled by developers without clearance
for the original data. For that reason, we also provide a
REST API and python package for internal usage. This
makes it possible for an employee with the required clear-
ance for the original documents and no involvement in the
development process to use the tool to anonymize a cor-
pus of documents at once and return the anonymized data.
This leaves a readable text without sensitive information that
can be further analyzed by different machine learning ap-
proaches.

Methods
Anonymization as Sequence Tagging

We tackle the problem of anonymization as a Sequence Tag-
ging task [Nguyen and Guo2007]. Given a document con-
sisting of several sentences in which each sentence is a se-
quence of words (tokens), our goal is to assign a suitable
label to each token indicating if it contains sensitive infor-
mation or not. The possible labels include 0 (contains non-
sensitive information), ORG (if it contains an organisation
or part of an organisations name), PER (if it contains a per-
son or part of a persons name), LOC (if it contains a location
or part of a location name), PROD (if it contains a product
name), SEG (if it contains information about the industry of
the company), URL (if it contains an URL), TEL (if it con-
tains a phone number), DATE (if it contains a date), NUM
(if it contains a number), EMAIL (if it contains an e-mail
address) and OTH (if it contains any other sensitive infor-
mation). In particular, we refer to ORG, PER, LOC, PROD,
SEG and OTH as named entities as it is part of the well-
known problem of named entity recognition [Li et al.2018]
in natural language processing.

We employ a multi step approach as depicted in Figure 3.
Step 1: Predict the named entities in each document using
language models and deep learning methods, Step 2: Make
these predictions consistent across each document, Step 3:
For the tokens which are not labeled yet, predict other labels
using rule-based post-processing steps, Step 4: Replacing
the text of tokens by appropriate tags for preserving the sen-
tence structure and semantics.

8«Members of the board ... Prof. ... Munich, April 6th 2017.”

Contextual Language Models

Unlike traditional string based methods (e.g. rule-based sys-
tems using regex), modern deep learning approaches for text
classification require a two step approach: First, the raw text
has to be converted into a numeric representation, usually a
vector of fixed dimension for each word in the text. This task
is done by employing a language model. The numeric repre-
sentation of a token is then fed into a classifier that outputs
probabilities for each class.

In our work, we utilize flair [Akbik, Blythe, and Voll-
graf2018] which is a language model developed by Zalando
Research. It employs a bi-directional character-based recur-
rent neural net that traverses each sentence in both forward
and backward direction. The corresponding hidden states of
the network at the beginning and end of each token together
act as the numeric vector representation for that token, that
contains both information on the word itself, as well as an
encoding of the surrounding words, thereby capturing the
context of the token. In practice, this means that the token
Vogel in the following two sentences:

» “Herr Vogel ist Geschiftsfiihrer der Test GmbH.”

* “Der friihe Vogel fingt den Wurm.”!”

will have different representation that allows the prediction
layer to differentiate between the name and the animal Vogel.
This differentiates contextual language models from word-
vector models like word2vec [Mikolov et al.2013] and glove
[Pennington, Socher, and Manning2014], which assign each
word a global vector representation.

Apart from the training data, the major differentiating fac-
tor between the language models presented in this paper is
their size, referring to the dimension of the output vector. A
smaller language model outputs a smaller token vector that
stores less information but can process a document signif-
icantly faster. See Figure 4 and Table 1 for a quantitative
evaluation of language models of different sizes.

Classifiers

After obtaining the token representations using the language
model, the text is fed into the classifier network as an or-
dered list of numeric vectors, one for each token, which is
then subsequently mapped onto corresponding probabilities

9“Mr. Vogel (bird) is CEO of Test GmbH (equiv. LLC).”
19“The early bird catches the worm.”
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Figure 4: Influence of language model on precision, recall, F;-score and inference time on evaluation documents. Precision
and recall are reported without post-processing. Inference time measured in seconds per document (10 pages). We see that for
the RNN based architectures, the choice of language model makes little difference in anonymization performance. However a
smaller language model reduces the time it takes to process one document significantly. Note that there are no major differences
in processing time between classifier architectures, the language model is the main contributor to processing time.

for each of the 7 named entities (0, ORG, PER, LOC, PROD,
SEG and OTH). During training, the network is trained to
predict the expert annotated labels for each token by mini-
mizing the cross-entropy loss. Once the network is trained
in this fashion, during inference, the label with the highest
probability is predicted. We consider three different classi-
fiers architectures:

MLP First, we consider a simple fully connected network
(multi-layer perceptron) that takes each token representa-
tion individually, passes it through several layers and out-
puts probabilities for each of the 7 named entities. In this
case, the prediction for each token is treated independently
and relies solely on the contextual representation provided
by the language model. This classifier is preferred because
of faster inference time and easier interpretability of results.

RNN Although a simple MLP is sufficient to classify a to-
ken since the representation contains the context, it is still
beneficial to process the text using a recurrent neural net
which further enhances the context and more importantly
the required span of context can be trained for the given
task. For this reason, we consider a bi-directional variant of
Long Short Term Memory (LSTM) [Hochreiter and Schmid-
huber1997] which traverses the list of vectors in both direc-
tions, processing stored context information from previous
tokens and the current token. The outputs along both direc-
tions (forward and backward) are concatenated and passed
through a final fully connected prediction layer mapping to
probabilities for each of the 7 named entities.

RNN + CRF  With MLP and RNN, the prediction of each
token is treated independently. In order to incorporate de-
pendencies between predicted labels, the fully connected
layer from output states of the RNN to the output layer can
be replaced by a conditional random field (CRF) [Lafferty,
McCallum, and Pereira2001] that learns a mapping of se-
quences of representations taking into account the predicted
labels of consecutive tokens.

Post-processing

As discussed in the section , we also provide an option in
our application to anonymize URLs, dates, numbers and e-

mail addresses. Since they mostly have regular patterns, we
have implemented regular expressions to detect these enti-
ties. Also, there might be tokens in the given text which
are predicted as sensitive in one place and as not sensitive
in other places. We intend to avoid this behavior and have
higher preference to recall than precision for our anonymiza-
tion. To this end, we propose to apply a post-processing step
that ensures consistency in the predicted labels. For instance,
a token (e.g. a persons name) that is predicted as a named
entity once in the document is always replaced by the cor-
responding label, even if the classifier predicted it as non-
sensitive in another sentence.

Experiments and Results
Datasets and Models

In the following subsections we describe the specific
datasets, architectures and techniques used for training lan-
guage models and classifiers.

Language Model Corpus As discussed in the previous
section, in order to obtain contextual representations for to-
kens, we consider different language models. The baseline
model that we use is a pre-trained language model pro-
vided by the flair framework which is trained on a large gen-
eral corpus of German senetences consisting of 500 million
words. We refer the embedding obtained using this model as
flairDE. The language corpus used in the training of this em-
bedding might cause licensing issues, e.g. the Wikipedia cor-
pus is distributed under GNU Free Documentation License
and Creative Commons Attribution-Share-Alike 3.0 License,
which prohibit commercial use without adapting the same li-
cense to the project. Additionally, a language model trained
on data that is similar to the financial text might provide
an advantage over a language model trained on general lan-
guage data and a custom language model allows for tuning
the embedding size in order to optimize run-time. We there-
fore train language models on a corpus of language data
from Bundesanzeiger'! (BANZ), consisting of 19000 ger-
man financial documents (200 million words).

https://www.bundesanzeiger.de/ebanzwww/wexsservlet



On financial documents

On Germeval

Before post-processing

After post-processing

Before post-processing

Architecture Embedding Precision Recall F; Precision Recall F; Precision Recall F;

MLP BANZ1024 0.989 0.485 0.651 0.960 0.682 0.797 0.928 0.076  0.140
MLP BANZ2048 0.986 0.584 0.734 0.954 0.777 0.856 0.938 0.136  0.238
MLP BANZ4096 0.986 0.765 0.862 0.938 0.867 0.901 0.923 0.179  0.300
MLP flairDE 0.967 0.933 0.950 0.905 0.968 0.935 0.669 0.793  0.726
RNN BANZ1024 0.958 0.948 0.953 0.897 0.976 0.935 0.720 0.646  0.681
RNN BANZ2048 0.963 0.966 0.964 0.907 0.985 0.944 0.778 0.622 0.691
RNN BANZ4096 0.972 0969 0.970 00915 0986 0949 0.815 0.638 0.716
RNN flairDE 0.966 0968 0.967 0.906 0988 0.945 0.808 0.848 0.828
RNN_CRF BANZ1024 0.960 0.961 0.960 0.897 0.983 0.938 0.741 0.684 0.711
RNN_CRF BANZ2048 0.968 0.969 0.968 0.910 0.987 0.947 0.784 0.654 0.713
RNN_CRF BANZ4096 0.971 0.973 0.972 00910 0.987 0.947 0.796 0.675 0.731
RNN_CRF flairDE 0.968 0.970 0.969 0.903 0.990 0.945 0.824 0.840 0.832
flairNER flairDE 0.938 0.779 0.851 0.853 0.897 0.874 0.889 0.755 0.817

Table 1: Quantitative evaluation of all described language models and classifiers on the NER evaluation dataset of financial
documents and the GermEval dataset. We provide all metrics on the positive class (PER, ORG and LOC). The best performance
for each metric is marked bold for each column respectively. Post-processing for these classes only consists of ensuring label
consistency. We do not evaluate post-processing for Germeval since its structure (independent sentences) does not fit our post-

processing methods.

Document corpus We train our deep learning classifier
models using a corpus of 407 published German finan-
cial documents, annotated manually by domain experts. We
split the dataset into 305 training and 102 validation docu-
ments. Once a model is trained, we provide a final evaluation
dataset consisting of 45 thoroughly annotated documents.
This evaluation dataset contains a total of 189k tokens, 17k
(9.1%) of which belong to one of the classes ORG, LOC
and PER. In order to provide results comparable to other
NER and anonymization projects, we additionally evaluate
all trained models on the GermEval 2014 NER Shared Task
corpus [Benikova et al.2014], consisting of 29k sentences
annotated for NER with a total of approximately 590k to-
kens, 8.4% of which are named entities.

Language Models To train and use a language model on
our data, we employ the framework provided by the flair
python-package'?. It implements a bidirectional LSTM on
a character-level. We train language models on the BANZ-
corpus with 1024, 2048 and 4096 dimensions. These are de-
noted by BANZ1024, BANZ2048, BANZ4096 respectively.
We train for 100 epochs using the default parameters sug-
gested by the package.

Classifiers The RNN classifier as suggested by [Akbik,
Blythe, and Vollgraf2018] is a one-layer BiLSTM with a
hidden representation of 256 dimensions. We use the frame-
work provided by the flair package to train RNN-based NER
classifiers on the NER training dataset. We train for 100
epochs using the default parameters suggested by the pack-
age. Each MLP model consists of one intermediate hidden
layer, mapping the input onto a lower dimensional represen-
tation. This hidden representation is then mapped onto the 7

https://github.com/zalandoresearch/flair

dimensional output vector. The number of neurons in the in-
termediate hidden layer are 500, 500, 1000 depending on the
input dimension 1024, 2048 and 4096 respectively. We train
the MLP classifier for 100 epochs, using a batch size of 100
tokens. As optimizer, we use Adadelta with a learning rate
of 0.1 and weight decay of 1e-5. Further, we also consider a
pre-trained NER model provided by the flair package, which
is a RNN+CREF classifier trained on the CoNLL-2003 Ger-
man NER dataset [Tjong Kim Sang and De Meulder2003]
using a general corpus language model. We denote this clas-
sifier as flairNER and provide evaluations as a baseline in
the evaluation.

Results and Discussion

In this section, we present quantitative results on the per-
formance of the described language models and classifiers.
For our task of anonymization, it is desired to have a good
binary classification performance, i.e. we tolerate a PER en-
tity being tagged as an ORG entity and at the same time, we
consider a PER entity tagged as 0 as a mis-classification and
vice versa. For this reason, before evaluation all predicted
and annotated tags are re-mapped onto two classes only, the
negative class 0 indicating they are not sensitive entities and
the positive class / indicating such tokens to be anonymized.
Further, we are mostly interested in the performance on the
positive class and therefore provide its metrics (precision,
recall and Fy-score) only. Due to the lack of reliable avail-
able data for SEG, PROD and OTH, we do not consider them
during this evaluation.

Table 1 presents the complete experimental results
with different classifier architectures and language mod-
els. The evaluation on financial documents suggests that
the RNN+CREF achieves the best performance, at over 97%



recall without post-processing and around 99% after post-
processing, without compromising precision of over 90%.
This results in a near complete anonymization of the en-
tire document with very little unnecessarily anonymized
words. Using domain-specific language model gives slight
improvements over general language models for RNN-based
classifiers. On the other-hand, the general corpus was bene-
ficial while using a MLP classifier.

In order to evaluate the generalizability of our classifiers,
we evaluate our models on GermEval dataset. For this evalu-
ation, we do not apply any post-processing since it contains
only sentences obtained from different sources and they do
not follow any document structure. The results suggest that
the RNN classifiers using a general language model per-
forms better than one trained only on financial documents,
which is expected sicne the sentences in GermEval corre-
sponds to sentences from a variety of sources. Nevertheless,
the performance is comparable to the current state-of-the-art
for NER.

Further, the pre-trained NER classifier, trained on a gen-
eral language German NER corpus, only gives a recall of
84%, 93% on the financial documents, without and with
post-processing respectively.

Figure 4 captures the influence of language model on the
performance metrics. From the run-time and recall plots, we
can observe that even with the smaller domain-specific lan-
guage models, the RNN classifiers are able to out-perform
the general language model, while reducing the run times of
the anonymization process by over 50%.

Conclusion

We presented a method to reliably anonymize the names
of persons, locations and organisations using state-of-the-
art deep learning techniques, as well as URLs, telephone
numbers, dates and other numbers using classical rule-based
approaches in financial documents. For internal use this
method can be applied to a single document or entire docu-
ment corpora using a web-based application and a python-
based API. This allows for pre-processing of documents that
can then be used by developers and researchers to train and
evaluate further models for machine learning on financial
data (e.g. [Sifa et al.2019]).

A quantitative evaluation of language models and text
classifiers shows that domain-specific training of language
models improve classification performance and smaller lan-
guage models significantly improve runtime while maintain-
ing anonymization performance. As future work, we would
like to incorporate methods to anonymize additional identi-
fying information (e.g. the segments the organisation oper-
ates in) as well as analyze the impact of anonymized data as
inputs for the training of machine learning algorithms over
the original text.
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